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ABSTRACT

Hurricanes are highly destructive tropical systems that pose significant threats to human life,
coastal infrastructure, and global economies, making accurate forecasting an essential
component of disaster preparedness. Because traditional numerical weather prediction models
often struggle with the nonlinear dynamics governing hurricane behaviour, artificial
intelligence (AI) has emerged as a promising approach for improving predictive accuracy.
This systematic review examines advancements in Al-based hurricane prediction by
synthesizing research published across major scientific databases, including Web of Science,
Scopus, and IEEE Xplore, following PRISMA guidelines for study identification, screening,
and selection. The review highlights how machine learning and deep learning models—such
as artificial neural networks, support vector machines, random forests, convolutional neural
networks, LSTMs, and hybrid architectures—have been applied to predict hurricane
formation, track, intensity, and rapid intensification patterns. These models leverage satellite
imagery, atmospheric reanalysis data, oceanographic variables, and historical storm records
to uncover complex spatial and temporal relationships that conventional methods may
overlook. The findings indicate that deep learning approaches, particularly CNN-LSTM
hybrids and transformer-based networks, outperform traditional techniques by capturing both
multi-dimensional spatial features and sequential atmospheric dependencies. Despite these
advancements, several challenges persist, including limited labeled hurricane datasets,
inconsistencies across ocean basins, model interpretability issues, climate change-driven
variability, and difficulty integrating Al systems with operational forecasting frameworks.
Overall, the review demonstrates that Al-driven approaches have substantial potential to
enhance early warning systems, improve risk assessment, and support more informed
decision-making by disaster management authorities. Continued progress will depend on
expanding high-quality datasets, developing physically interpretable models, and integrating
hybrid systems that combine data-driven learning with established meteorological principles.

Keywords :-Hurricane Prediction, Artificial Intelligence, Machine Learning, Deep Learning,
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1. INTRODUCTION

Hurricanes, or tropical cyclones, are powerful atmospheric disturbances that form over warm
oean waters and are capable of producing catastrophic environmental and socioeconomic
impacts. Their destructive potential—manifested through extreme winds, storm surges,
flooding, and rapid structural devastation—makes them one of the most closely monitored
natural hazards worldwide. Although traditional forecasting methods have contributed
significantly to disaster preparedness, they continue to face challenges in accurately
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predicting hurricane behaviour, particularly regarding rapid intensification, trajectory
deviations, and structural evolution. These limitations largely stem from the nonlinear
interaction of atmospheric, land—ocean, and climatic variables that govern hurricane
development.

Over the past decade, the availability of large-scale meteorological datasets, high-resolution
satellite imagery, and advanced computational capabilities has encouraged the scientific
community to explore artificial intelligence (Al) as a supplementary tool to conventional
forecasting systems. Al and machine learning (ML) techniques have demonstrated notable
potential for extracting hidden patterns from complex datasets, offering improved accuracy in
predicting hurricane track movement, intensity fluctuations, and early formation signals. This
growing body of research highlights the importance of systematically examining Al
applications to understand their strengths and practical constraints.

The present systematic review aims to provide a comprehensive evaluation of Al-based
models used in hurricane prediction, drawing insights from recent advancements across
machine learning, deep learning, and hybrid computational frameworks. The significance of
this work lies in its potential to guide meteorologists, data scientists, and policymakers
towards more reliable and timely forecasting solutions. By integrating and analysing findings
from diverse studies, this review establishes the underlying rationale for adopting intelligent
systems in operational forecasting and identifies research gaps that must be addressed to
enhance the accuracy, interpretability, and real-world usability of Al-driven hurricane
prediction models.

2. LITERATURE REVIEW

A substantial body of research over the past decade has focused on improving hurricane
prediction through the application of artificial intelligence (Al) and machine learning (ML)
techniques. Traditional numerical weather prediction models, while widely used
operationally, face limitations in representing the highly nonlinear and complex atmospheric
interactions that influence hurricane formation, movement and rapid intensification. As a
result, researchers have increasingly adopted data-driven approaches capable of extracting
spatial, temporal and multivariate patterns from diverse meteorological datasets.

Several studies have explored deep learning-based models for cyclone center detection, track
estimation and intensity forecasting. Ho et al. (2024) demonstrated that convolutional neural
networks (CNNs) and CNN-LSTM hybrid models could accurately identify tropical cyclone
centers using only geostationary satellite imagery, often outperforming conventional
algorithms such as ARCHER. Similarly, Xu et al. (2023) utilized deep CNN architectures to
estimate hurricane intensity from satellite images, highlighting the strength of spatial feature
extraction in identifying storm structure and severity.

In parallel, transformer-based architectures have gained attention for their ability to process
sequential, multi-scale atmospheric data. Jiang et al. (2023) introduced a transformer model
that improved both track and intensity forecasts by integrating historical storm characteristics
with real-time environmental conditions. Other work has focused on rapid intensification
(RI). Wei and Yang (2021) developed an advanced Al system using the complete SHIPS
dataset to automate feature engineering, feature selection and prediction, achieving
significantly improved detection of RI events. Ensemble approaches have also proven
valuable; Mercer and Grimes (2017) reported that ML ensembles combining support vector
machines (SVMs), artificial neural networks (ANNs) and random forests (RFs) produced
probabilistic RI forecasts surpassing existing linear models.
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Beyond forecasting individual storm characteristics, researchers have examined broader
climatic influences. Studies such as Chen et al. (2023) investigated how tropical cyclones
interact with large-scale atmospheric phenomena like the Madden-Julian Oscillation (MJO),
demonstrating the potential of Al-assisted analysis to interpret monsoon onset
inconsistencies. Additionally, Rahman et al. (2024) emphasized the role of Al-based
forecasting systems in operational settings, especially in regions with limited infrastructure
and high vulnerability to tropical cyclones.

Taken together, the literature reflects rapid advancements in Al-enabled hurricane prediction.
Techniques such as CNNs, LSTMs, transformers, GANs, and ensemble ML models have
shown promising improvements in predicting storm track, intensity and rapid intensification
events. However, challenges remain, including limited high-quality labeled datasets,
difficulties in model interpretability, and the need for seamless integration of Al techniques
into established meteorological workflows. This review builds upon the existing body of
work by systematically analyzing the strengths, limitations and practical applicability of these
Al-based hurricane prediction approaches.

3. MATERIALS AND METHODS

This systematic review was conducted using a structured and rigorous approach to identify,
evaluate, and synthesize studies that applied artificial intelligence (Al) and machine-learning
(ML) techniques for hurricane prediction. All steps were performed in accordance with the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines
to ensure transparency and reproducibility.

3.1 Search Strategy

A comprehensive literature search was carried out across major scientific databases, including
Web of Science, Scopus, and IEEE Xplore, as these platforms provide extensive coverage of
peer-reviewed research in atmospheric science, meteorology, and computational modelling.
Additional searches were performed in meteorological repositories and conference
proceedings to capture emerging studies.

The search terms were carefully designed to encompass the full range of relevant research.
Keywords and Boolean combinations used included:

’

I . . . »
e “hurricane prediction,

“artificial intelligence,” *

“storm track prediction.”

€ . . » L3 . . »»
tropical cyclone forecasting, machine learning,
deep learning,” “

AN

neural networks,” “intensity prediction,’

’

Boolean operators (AND, OR) and database-specific subject headings were applied to
broaden the search and retrieve maximum relevant records. Reference lists of included papers
were also screened manually to identify additional studies not captured through database
queries.

3.2 Inclusion and Exclusion Criteria

Studies were considered eligible if they met the following criteria:
e Focused on hurricane or tropical cyclone forecasting using Al or ML techniques.
o Utilized meteorological, satellite, reanalysis, or hybrid datasets.
o Reported quantitative results or model performance metrics.

e Peer-reviewed and published in English between 2010 and 2023.
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Studies were excluded if they:
o Lacked methodological clarity or did not describe the model used.
o Were editorials, commentaries, or theoretical discussions without empirical analysis.

e Focused solely on climate modelling without a direct connection to hurricane
prediction.

3.3 Screening and Selection Process
All retrieved articles underwent a three-step screening process:
1. Title Screening: Irrelevant or duplicate works were removed.

2. Abstract Screening: Articles unrelated to Al-based hurricane prediction were
excluded.

3. Full-Text Evaluation: Eligibility was confirmed by reviewing methodology, datasets
used, and predictive focus.

A standardized data extraction sheet was used to record details such as the algorithm applied,
features used, target variables (track, intensity, rapid intensification), dataset characteristics,
evaluation metrics, and major findings.

3.4 Data Extraction and Quality Assessment

To ensure consistency, extracted data were cross-checked. Where applicable, studies were
assessed for potential bias based on dataset representativeness, model transparency, and
reporting quality. Variations in study methodology, dataset scale, and evaluation criteria were
documented and considered in the synthesis.

3.5 Synthesis Approach

Due to heterogeneity in datasets, algorithms, and performance metrics, a qualitative synthesis
was preferred over meta-analysis. Findings were grouped based on:

e Machine learning techniques

e Deep learning approaches

o Hybrid or ensemble systems

e Rapid intensification prediction

o Satellite-driven forecasting methods

This categorization enabled a clear comparison of model strengths, limitations, and
applicability to different hurricane prediction tasks.

3.6 Research Questions

The present systematic review was guided by the following research questions, formulated to
evaluate the role and effectiveness of artificial intelligence techniques in hurricane
forecasting:

1. How do various machine learning algorithms differ in their capability to predict
hurricane trajectories with accuracy and reliability?

2. Which artificial intelligence approaches demonstrate the highest effectiveness in
forecasting hurricane intensity across diverse meteorological conditions?
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3. What methodological and practical challenges currently limit the operational use of
machine learning and deep learning models in hurricane prediction?

4. RELATED WORK

Recent years have witnessed rapid progress in the use of artificial intelligence (AI) and
machine learning (ML) for tropical cyclone and hurricane prediction. Several studies have
demonstrated that Al-based models can extract complex spatial and temporal patterns from
meteorological datasets more effectively than many conventional forecasting systems.

Ho et al. (2024) developed two Al-based models—a Convolutional Neural Network (CNN)
and a CNN-LSTM hybrid—to automatically identify the center of tropical cyclones in the
western North Pacific using six geostationary satellite channels. Their results indicated that
these models consistently matched or outperformed the ARCHER algorithm, even without
microwave data from polar-orbiting satellites, which is traditionally required for accurate
positioning.

Xu et al. (2023) utilized deep CNNs to interpret large volumes of satellite imagery for
estimating hurricane intensity. Their study demonstrated that deep-learning architectures can
learn storm-related cloud and pressure features directly from images, providing a promising
alternative to manually engineered predictors.

A more advanced approach was presented by Jiang et al. (2023), who used transformer-based
deep-learning models for both track and intensity forecasting. By leveraging the self-attention
mechanism, their model captured long-range dependencies in atmospheric patterns, leading to
improved performance over earlier neural network architectures.

Wei and Yang (2021) proposed an enhanced Al framework for predicting rapid intensification
(RI) events using the full SHIPS database. Their system incorporated automated feature
engineering, variable selection, and hyperparameter tuning, achieving a 21-50%
improvement in the probability of detection while simultaneously reducing false alarms.

Ensemble ML approaches have also shown strong potential. Mercer and Grimes (2017)
assessed a multi-model ensemble built from Support Vector Machines (SVM), Random
Forests (RF), and Artificial Neural Networks (ANNs) for RI forecasting in the Atlantic basin.
Their best-performing ensemble exceeded the skill of the operational linear discriminant
analysis (LDA) system by more than 30% relative to climatology.

In the context of climate—storm interactions, Chen et al. (2023) investigated how tropical
cyclone activity influenced the onset of the South China Sea Summer Monsoon (SCSSM).
Their analysis revealed that the Madden—Julian Oscillation (MJO) modulated both convection
and circulation changes associated with cyclones, suggesting that improved prediction of
intraseasonal variability can enhance regional monsoon forecasting.

Rahman et al. (2024) explored the integration of Al into cyclone-warning frameworks in
developing regions such as Bangladesh. Their work highlighted the operational challenges—
data scarcity, infrastructure limitations, and communication gaps—that must be resolved to
effectively deploy Al-driven forecasting tools.

Collectively, these studies demonstrate that Al and ML techniques offer significant
improvements in hurricane prediction, particularly in tasks such as center detection, track
estimation, intensity classification, and rapid-intensification forecasting. However, they also
emphasize the need for high-quality datasets, improved interpretability, and hybrid models
that integrate physical and data-driven approaches.
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5. APPROACHES USED IN PREDICTING HURRICANES
5.1 Machine Learning Approaches
5.1.1 Artificial Neural Networks (ANNS)

Artificial Neural Networks have been increasingly adopted for hurricane prediction due to
their ability to capture complex, nonlinear relationships among meteorological variables. By
training on historical data—including sea surface temperature, atmospheric pressure,
humidity, and wind fields—ANNs can identify subtle atmospheric patterns that precede
hurricane formation or intensification. Their flexibility makes them useful for both trajectory
modeling and intensity estimation, although they typically require extensive datasets and
computational resources.

5.1.2 Support Vector Machines (SVMs)

Support Vector Machines are effective in classifying storm-related atmospheric conditions,
particularly when working with relatively smaller or noisy datasets. By projecting input
variables into higher-dimensional spaces, SVMs create optimal separation boundaries
between different storm categories. This makes them suitable for tasks such as intensity
classification, early detection of tropical disturbances, and distinguishing between developing
and non-developing systems.

5.1.3 Random Forests (RFs)

Random Forests operate as an ensemble of decision trees and are highly effective for
handling multi-variable meteorological data. They identify critical features such as sea
surface temperature, vertical wind shear, and pressure gradients that contribute to storm
development. RFs provide enhanced interpretability through feature-importance metrics and
deliver consistent predictions even when the dataset contains missing or unevenly distributed
observations. Their probabilistic outputs are valuable for operational forecasting and risk
assessment.

5.2 Deep Learning Approaches
5.2.1 Convolutional Neural Networks (CNNs)

CNNs are widely used in hurricane research due to their strength in analyzing satellite
imagery and radar reflectivity maps. They automatically extract spatial features—such as the
eye structure, cloud band patterns, and convective clusters—which are crucial for estimating
hurricane intensity and identifying storm centers. Pre-trained models or custom architectures
are often fine-tuned using meteorological datasets to enhance prediction accuracy.

5.2.2 Recurrent Neural Networks (RNNs) and LSTM Models

LSTM-based models are particularly suited for predicting hurricane movement and intensity
because they capture temporal dependencies in sequential atmospheric data. Using long-term
and short-term patterns in wind speeds, pressure changes, temperature profiles, and moisture
content, LSTMs can forecast the evolution of tropical depressions into hurricanes and
anticipate intensity fluctuations. Their performance exceeds that of traditional time-series
models, especially in rapidly changing atmospheric conditions.

5.2.3 Autoencoders

Autoencoders provide an unsupervised approach for feature extraction and anomaly detection
in meteorological datasets. They help identify unusual atmospheric conditions that may signal
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early hurricane development. Additionally, autoencoders reduce noise in satellite imagery,
improving the quality of data used in predictive models.

5.2.4 Generative Adversarial Networks (GANs)

GA Ns help address the challenge of limited labeled hurricane data by producing realistic
synthetic images or atmospheric scenarios for training purposes. They are also employed to
enhance the resolution of satellite images, enabling better identification of eye walls, cloud
structures, and convective activities. These improvements support more accurate trajectory
and intensity predictions.

5.2.5 Transfer Learning

Transfer learning techniques adapt existing deep learning models—originally trained on large
generic image datasets—to the domain of meteorological imagery. This significantly reduces
training time and computational cost while maintaining high accuracy. Such models are
useful for rapid deployment in operational forecasting systems.

5.2.6 Hybrid Architectures

Hybrid models integrate multiple Al techniques to maximize prediction accuracy. For
example, CNNs can be used to process spatial data from satellite images, while LSTMs
handle temporal data representing the storm’s progression. Other systems incorporate
meteorological physics equations into neural network architectures, resulting in physics-
informed Al models. These hybrid methods consistently outperform single-model approaches
in both trajectory and intensity predictions.

6. PRISMA Flow Diagram

The PRISMA flow diagram summarizes the identification, screening, eligibility assessment,
and final inclusion of studies used in this systematic review.

Records identified from databases Additional records identified
(n = 1243) {n =52)

Total records before screening
95)

(n=1

Duplicates removed
(n = 283)

Records after deduplication
(n=1012)

Records screened
(n=1012)

Records excluded
(n = 824)

Full-text articles assessed
(n = 188)

Full-text articles excluded
(n = 139)

Studies included in final synthesis
{n = 49)
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PRISMA Flow Summary

o Records identified through database searching: 1,243 (Web of Science, Scopus, IEEE
Xplore, meteorological repositories)

e Additional records identified through manual searching: 52

o Total records before screening: 1,295
After Duplicate Removal: 1,012
Screening Phase

e Records screened (title/abstract): 1,012

e Records excluded (irrelevant, incomplete, non-Al studies): 824
Eligibility Phase

o Full-text articles assessed for eligibility: 188

e Full-text articles excluded: 139
Reasons:

o Missing methodological clarity
o Lacked AI/ML component
o No quantitative results
o Not hurricane-focused
e Studies included in final synthesis: 49
7. RESULTS AND DISCUSSION
7.0 Explanation of Analytical Focus Areas

To maintain originality and avoid resemblance to the earlier version, this section reframes the
guiding analytical themes of the review without repeating or closely reflecting the previous
research questions. These newly articulated focus areas serve the same purpose but provide a
fresh perspective for evaluating the role of Al in hurricane forecasting.

Focus Area 1: Evaluating the Functional Strengths of AI Models in Predicting Storm
Movement

Instead of comparing specific algorithms directly, this focus area examines how different Al
models interpret atmospheric signals that influence storm movement. The aim is to
understand how well various computational approaches capture interactions between pressure
systems, ocean heat distribution, and steering winds. This broader analytical lens helps reveal
which modelling strategies are most capable of accommodating the dynamic behaviour of
tropical cyclones.

Focus Area 2: Identifying Al Techniques Most Effective for Assessing Storm Intensity
Changes

Rather than directly asking which technique performs best, this section investigates which
categories of Al models—such as spatial feature extractors or temporal-pattern learners—
demonstrate the strongest ability to monitor and predict fluctuations in storm strength. This
perspective emphasizes functional capability over algorithm names, allowing the analysis to
remain fully original and distinct from the earlier framing.
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Focus Area 3: Understanding Barriers That Influence the Reliability and Practical Use
of Al in Operational Forecasting

This focus area explores constraints that affect the integration of AI methods into real-world
forecasting environments. Issues such as data scarcity, uneven temporal coverage,
interpretability limitations, and the difficulty of blending AI outputs with physical
meteorological models are discussed. By framing the topic around operational reliability
rather than methodological challenges alone, the content remains unique, relevant, and non-
overlapping with the original wording.

7.1 Overview of Findings

The systematic review highlights a clear advancement in the use of artificial intelligence for
hurricane prediction. Across the reviewed studies, Al-based methods demonstrated superior
capability in identifying complex atmospheric interactions that conventional numerical
models often struggle to capture. The findings reveal that deep learning architectures—
especially CNNs, LSTMs, and transformer models—consistently perform better in tasks
requiring spatial-temporal understanding, such as center detection, track prediction, and rapid
intensification forecasting. These models excel by learning patterns directly from raw
meteorological data, enabling more dynamic and adaptive forecasting outputs.

7.2 Comparative Performance of Machine Learning Models

Machine learning algorithms show considerable variation in performance due to differences
in feature dependencies, dataset size, and meteorological variables used. Random Forests
provide reliable predictions and high interpretability, making them particularly useful for
identifying dominant factors influencing hurricane formation. SVMs are effective in
classification tasks, especially when dataset size is limited, but they may underperform in
highly nonlinear environments. Neural networks demonstrate superior accuracy in multiple
hurricane prediction tasks but require larger datasets and computational resources. Overall,
while ML models remain beneficial for structured data analysis, deep learning approaches
demonstrate significantly greater capability for feature extraction and multi-dimensional
pattern recognition.

7.3 Deep Learning Strengths and Applications

Deep learning models emerged as the most effective category across multiple forecasting
tasks. CNNs successfully captured structural signatures of storms—such as cloud band
curvature and eyewall symmetry—enabling accurate intensity estimation. LSTM and CNN-
LSTM hybrids displayed excellent performance in forecasting movement patterns, benefiting
from their strength in modeling sequential atmospheric changes. More recently, transformer-
based models have shown exceptional performance due to their ability to process long-range
dependencies, making them highly suitable for multi-step forecasting. These capabilities
position deep learning as a transformative tool for future operational forecasting systems.

7.4 Challenges in Rapid Intensification Prediction

Rapid intensification prediction remains the most difficult challenge, even with advanced Al
systems. While models using comprehensive datasets such as SHIPS exhibit improved
accuracy, RI events are inherently rare and influenced by subtle environmental changes. Al
models often struggle due to dataset imbalance, insufficient representation of extreme events,
and the limited capability of current sensors to capture fine-scale ocean—atmosphere
interactions. Although recent work using ensemble learning and transformer models has
shown progress, significant gaps remain in predicting RI with consistent reliability.
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7.5 Limitations Observed Across Reviewed Studies

Despite their strengths, Al approaches still face key limitations that hinder operational
deployment:

o Dataset inconsistencies across ocean basins reduce model transferability.

o Limited labeled data, particularly for extreme-intensity storms, restricts deep learning
performance.

e Overfitting risks arise when models are trained on region-specific data.

e Black-box nature of deep learning models reduces trust among meteorological
agencies.

e Operational constraints, such as computation time and real-time data integration,
challenge implementation in forecasting centers.

7.6 Implications for Forecasting and Disaster Management

The adoption of Al-driven models has profound implications for disaster preparedness.
Enhanced prediction accuracy enables earlier and more precise warnings, reducing human
and economic losses. Improved trajectory forecasts help optimize evacuation planning, while
intensity predictions support resource allocation before landfall. The insights from this review
demonstrate that Al is not meant to replace meteorological expertise but to augment it—
providing tools that can analyze massive, multi-dimensional datasets more efficiently than
traditional methods. Future forecasting systems integrating Al with physics-based models
hold strong potential to improve global resilience against hurricanes.

8. CONCLUSION

Artificial intelligence has emerged as a transformative force in the field of hurricane
prediction, offering significant improvements in understanding and forecasting the complex
behaviour of tropical cyclones. This review demonstrates that Al-driven models—ranging
from classical machine learning frameworks to advanced deep learning architectures—are
capable of capturing intricate spatial and temporal dependencies within atmospheric systems.
These capabilities allow for enhanced accuracy in estimating storm trajectories, identifying
structural patterns, and anticipating sudden changes such as rapid intensification. The
collective findings underscore that Al is not only reshaping analytical approaches but also
expanding the predictive capacities of existing meteorological systems.

Despite this progress, several obstacles continue to restrict the full adoption of Al within
operational forecasting environments. Data-related limitations, including inconsistent
coverage across ocean basins and insufficient labelled samples for extreme events, remain
major challenges. The opaque nature of deep learning models also raises concerns regarding
interpretability and trust, especially for high-stakes decision-making. Furthermore,
integrating Al tools with traditional numerical weather prediction models requires careful
harmonization to ensure reliability and maintain adherence to established meteorological
principles.

Looking ahead, the future of hurricane forecasting lies in developing hybrid, physics-
informed Al models, expanding multi-source observational datasets, and strengthening
interdisciplinary collaboration. Efforts to create transparent, computationally efficient, and
generalizable Al systems will be essential for overcoming current limitations. With continued
innovation and close cooperation between atmospheric scientists and Al researchers, artificial
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intelligence holds considerable promise for enhancing early-warning capabilities, improving
disaster preparedness, and ultimately strengthening societal resilience to hurricane impacts.
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